StaRAIl: From a Probabilistic Propositional Model to a Highly
Compressed Probabilistic Relational Model

Marcel Gehrke', Malte Luttermann? I ——

iﬁ 'Institute of Humanities-Centered Artificial Intelligence, University of Hamburg
| g | 2German Research Center for Artificial Intelligence (DFKI)




AGENDA

|. Introduction to relational models [Marcel]
Compressing probabilistic relational models [Malte]

Application: Lifted causal inference [Malte]

H W N

Summary [Marcel]

StaRAI — Compressing Probabilistic Relational Models Marcel - End 2



STATISTICAL RELATIONAL ARTIFICIAL INTELLIGENCE (STARAI)
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EXPLOITING SYMMETRIES

10 Presents(X,P,C) = Attends(X,C)

= Exchangeable random variables in the full joint

3.75 Publishes(X,C) A FarAway(C) = Attends(X, C)
probability distribution

= Inference using representatives

" Tractability in terms of domain sizes

®  Also speeds up causal inference

StaRAI — Compressing Probabilistic Relational Models

Marcel - End 4



OBTAINING A HIGHLY COMPRESSED PROBABILISTIC RELATIONAL

MODEL

A | B |¢pAB| b b_| ¢1) | ¢35
. . . . o true true 1 [2 0] [2y0] <<P1> <(/)1>
= |dentifying symmetries within factors to compress ) e e T | e | @50
e . ' (0,21 | {pa) (o)
false | true 1,1
probabilistic relational models even further ined Il I e occble rearangemente
= by identifying exchangable factors (& B | ¢ |gpwBo| b 2OBE~IL2 012
D t ’ [1,1): B— {2}, C— {1}
o . ORI s
= by identifying commutative factors false | true | . | @y Intersection: B2}, C— 11
. . . false | false Q4 [0,2]
" To identify exchangable and commutative factors use
so-called buckets to drastically reduce the search A | B | R |§ABR]| b b | ¢
true | true | true 1 (p1)
Space true | true | false P4 2,1] (2,11 | {4, 02, 92)
true | false | true ¥ 2,1] [L2]| g5, 95,93)
true | false | false ¥s 1,2] [0,3] (o)
false | true | true P2 [2,1] . .

Initial candidates: {{A, B, R}}
false | true | false ¥s [1,2] 13,01 (1(b)| < 2): {A BRI}
false | false | true ¥3 [1,2] 21]: (A BY
false | false | false Y6 [0,3] [1’2]: {{A,B}}

]

0,3] (Ip(b)| < 2): {{A, B}
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APPROXIMATE LIFTED MODEL CONSTRUCTION

= Allow for small deviations in potentials, while
compressing models

= Make it more practically

= Group factors in case they are e-equivalent

SalA | Rev | ¢1(SalA Rev) SalB | Rev | ¢,(SalB,Rev) Sal(E) | Rev | ¢|(Sal(E),Rev)
| 1
Known bounded error based on € High | high o High T high o high T high |1 +973 72
high | low 2 high | low @, high | low (P2 +h) /2
®  Hierarchical extension exists low | high s low | high ¢ low | high | (@s+¢})/2
low | low ¥4 low | low ¥, low low (pa+@)) /2

= Resolve unknown factors while compressing models

"  Find best fitting group based on graph structure and
known factors having a similar graph structure

StaRAI — Compressing Probabilistic Relational Models Marcel - End 6



SOME THINGS WE DID NOT TALK ABOUT TODAY:

MORE ON LIFTED INFERENCE

= Lifted evidence [Van den Broeck & Davis 12]
= Lifted queries [Braun & Moller 18]

= Assignment queries: Lifted inference for MPE [de Salvo Braz et al. 06, Apsel & Brafman 12, Braun & Moller 19] and
MAP queries [Braun 20]

= Continuous inference [Choi et al. |0, Hartwig et al. 23]
= Lifted variational inference in hybrid models [Choi & Amir |2]

Plus, learning of relational models:

e.g., boosted relational learning
[Natarajan et al. 12]
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SOME THINGS WE DID NOT TALK ABOUT TODAY:

DECISION MAKING

= Models:
®  Decision-theoretic ProbLog [Van den Broeck et al. 0]
" First-order (partially observable) Markov decision processes (FO (PO)MDPs) [Boutelier et al. 01]
" Markov logic decision networks [Nath & Domingos 09]
®  (Temporal) decision parfactor models [G et al. 19b, c]
= Lifting the agent set in decentralised POMDPs (multi-agent setting) [Braun et al. 22]
= Solution methods:
®  Symbolic dynamic programming for FO POMPDs [Sanner & Kersting 10]
®  L(D)JT for decision parfactor models [G et al. |9b, c]
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WHAT ELSE IS THERE TO DO?

= Develop more robust learning algorithms

= Incorporate additional requirements such as
= Privacy [G et al. 24]
= Ethics
= Explainability
= Human-awareness

=  And so much more...
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*PRMs are a true backbone of Al, and this
tutorial emphasized only some central
topics.We definitely did not cite all
publications relevant to the whole field of
PRMs here.We would like to thank all our
colleagues for making their slides available
(see some of the references to papers for
respective credits). Slides or parts of it are
almost always modified.
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