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Fig. 1. Illustration of the concept of a redirected walking telepresence system based on translations and rotations: (left) the mobile
platform is equipped with a 360◦ video camera moving in the remote environment (RE), (center) the user wears a virtual reality
head-mounted display (HMD) walking in the local environment (LE), and (right) the user’s view of the RE on the HMD.

Abstract—Telepresence systems have the potential to overcome limits and distance constraints of the real-world by enabling people to
remotely visit and interact with each other. However, current telepresence systems usually lack natural ways of supporting interaction
and exploration of remote environments (REs). In particular, single webcams for capturing the RE provide only a limited illusion of
spatial presence, and movement control of mobile platforms in today’s telepresence systems are often restricted to simple interaction
devices. One of the main challenges of telepresence systems is to allow users to explore a RE in an immersive, intuitive and natural
way, e. g., by real walking in the user’s local environment (LE), and thus controlling motions of the robot platform in the RE. However, the
LE in which the user’s motions are tracked usually provides a much smaller interaction space than the RE. In this context, redirected
walking (RDW) is a very suitable approach to solve this problem. However, so far there is no previous work, which explored if and
how RDW can be used in video-based 360◦ telepresence systems. In this article, we conducted two psychophysical experiments in
which we have quantified how much humans can be unknowingly redirected on virtual paths in the RE, which are different from the
physical paths that they actually walk in the LE. Experiment 1 introduces a discrimination task between local and remote translations,
and in Experiment 2 we analyzed the discrimination between local and remote rotations. In Experiment 1 participants performed
straightforward translations in the LE that were mapped to straightforward translations in the RE shown as 360◦ videos, which were
manipulated by different gains. Then, participants had to estimate if the remotely perceived translation was faster or slower than the
actual physically performed translation. Similarly, in Experiment 2 participants performed rotations in the LE that were mapped to
the virtual rotations in a 360◦ video-based RE to which we applied different gains. Again, participants had to estimate whether the
remotely perceived rotation was smaller or larger than the actual physically performed rotation. Our results show that participants are
not able to reliably discriminate the difference between physical motion in the LE and the virtual motion from the 360◦ video RE when
virtual translations are down-scaled by 5.8% and up-scaled by 9.7%, and virtual rotations are about 12.3% less or 9.2% more than the
corresponding physical rotations in the LE.

Index Terms—Virtual reality, telepresence, 360◦ camera, locomotion.
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Telecommunication and remotely controlled operations are becoming
increasingly common in our daily lives. Such telepresence technology
has enormous potential for different application domains ranging from
business, tourism, meetings, entertainment to academic conferences [35,
58], education [37, 45], and remote health care [1, 22]. The ideal goal
for teleoperation is that users feel as if they were actually present at
the remote site during the teleoperation task [54]. This illusion is
referred to as the sense of (tele-)presence based on the so-called place
illusion [44]. In currently available telepresence systems the sensation
of presence is severely limited and therefore the presence illusion is
often not evoked [54].

Among the many types of telepresence systems, our work focuses
on systems for exploring remote sites, which aims to overcome the
limitation of distance in order to allow people to interact and commu-



nicate over long distances and visit remote environments (REs) [36].
Telepresence systems required to achieve this usually consist of several
technological components like cameras and microphones that capture
live data in the RE and transfer it to the local user who can explore the
RE, for example, by means of vision or hearing. Mobile platforms can
carry these sensors and move through the RE under the control of the
local user, who can change the position, orientation and perspective
in the remote space [24]. At the local site, telepresence components
usually consist of display devices, which enable users to perceive the
streamed data from the RE, or input devices that can be used to control
the remote mobile platform [54].

Despite advancements in the field of autonomous mobile robots,
most of today’s mobile robots still require the supervision of a hu-
man user. An important challenge related to the overall telepresence
experience is the design of the user interface to control the mobile plat-
form. Movement controls of mobile platforms in telepresence systems
nowadays often rely on simple interaction devices such as joysticks,
touchscreens, mice or keyboards [54]. As such operators have to use
their hands in order to control the mobile platform and, therefore, the
hands are not free to simultaneously perform other tasks. This may
decrease the naturalness, task performance and overall user experi-
ence [36]. For example, even though it is known that real walking is the
most presence-enhancing way of exploring a virtual space, real walking
as a method to explore a RE is usually not possible, despite the general
idea having been introduced more than a decade ago [36]. In addition,
most current telepresence platforms consist of mobile webcams with
speakers and microphones. As a result, the usage of single webcams
for capturing the RE provides the users with a very narrow field of
view and a limited illusion of spatial presence. Both issues limit an
operator’s sense of tele-presence [54]. Furthermore, the deficiency
of visual information about the RE can lead to a high error-rate for
teleoperation tasks and remote interactions [54].

In order to address these limitations and challenges, we introduce the
idea of an improved telepresence system consisting of a head-mounted
display (HMD), a 360◦ video camera and a mobile robot platform.
The idea of this telepresence system is that the mobile robot, which
is equipped with the 360◦ full-view video camera, can be remotely
controlled by means of a real walking local user. The camera captures a
360◦ live stream from the RE and transfers this full-view live stream via
a communication network in real-time to the user’s LE. The received
live stream is integrated into a spherical video, which is rendered in a
3D engine, and presented to the user via the HMD. This way, the user
can experience the RE in real-time. A 360◦ camera and HMD form
the basis of our telepresence system, which aims to increase sensation
of presence and the user’s spatial perception compared to a 2D narrow
view.

To control the mobile base, we choose real walking in the local
space as a travel technique because it is the most basic and intuitive
way of moving within the real world compared to any other input de-
vice [25, 47]. When using real walking, a HMD user could literally
walk through the local space and virtually explore the RE. In principle,
movements of the user would be detected by a tracking system in the
local space and transferred to the RE to control the mobile base. Since
the position of the mobile base in the remote space would be deter-
mined and updated according to the position of the user in local space,
this approach provides the most consistent and intuitive perception
of motion in the target environment, releasing user’s hands for other
potential interactive teleoperation tasks as well. This walking approach
is only feasible if the layouts of local and remote space are more or less
identical. In most cases, however, the available local tracked space is
smaller than the RE, which the user wants to explore, and furthermore,
local and remote environments typically have completely different lay-
outs. Redirected walking (RDW) is a technique to overcome the limits
and confined space of the tracked room [42]. While RDW is based
on real walking, the approach guides the user on a path in the real
world, which might vary from the path the user perceives in the virtual
environment (VE). This is done through manipulations applied to the
VE, causing users to unknowingly compensate for scene motions by
repositioning and/or reorienting themselves [53]. RDW without the

user’s awareness is possible because the sense of vision often domi-
nates proprioception [3, 9]; hence, slight differences between vision
and proprioception are not noticeable in cases where the discrepancy is
small enough [47]. While previous work has investigated the human
sensitivity to such manipulations in computer-generated imagery only,
so far, it is unknown how much manipulation can be applied to a mobile
robot platform, which transfers 360◦ videos of real-world scenes rather
than computer-generated images. Furthermore, it seems reasonable
to assume that there are significant differences in the perception of
self-motions in computer-generated images and 360◦ live streams from
the real world, due to differences in visual quality, image distortion or
stereoscopic disparity.

Therefore, we conducted two psychophysical experiments to
investigate the amount of discrepancy between movements in the LE
and the RE that can be applied without users noticing. We designed
two experiments in order to find the thresholds for two basic motions,
i. e., translation and rotation, in 360◦ video-based environments. The
results of these experiments provide the basis for future immersive
telepresence systems in which users can naturally walk around to
explore remote places using a local space that has a different layout.

To summarize, the contributions of this article include:

• introduction of the concept of a redirected walking robotic plat-
form based on a 360◦ video camera,

• a psychophysical experiment to identify detection thresholds for
translation gains, and

• a psychophysical experiment to identify detection thresholds for
rotation gains for controlling such a platform.

The remainder of this article is structured as follows: Section 2 sum-
marizes previous related work. Section 3 explains the concept of using
RDW for mobile 360◦ video-based telepresence systems. The two
psychophysical experiments are described in Section 4. Section 5 pro-
vides a general discussion of the findings of the experiments. Section 6
concludes the article and gives an overview about further work.

2 RELATED WORK

In this section we summarize work related to telepresence systems, mo-
bile robotic platforms, locomotion in general and detection thresholds
in psychophysics.

2.1 Telepresence Systems
Telepresence refers to a set of technologies, which aim to convey the
feeling of being in a different place than the space where a person is
physically located [54]. Therefore, telepresence systems should allow
humans to move through the remote location, interact with remote
artifacts or communicate with the remote people. Such telepresence
systems have been developed since the beginning of the 1990s [13].
In this context, the term presence [44] describes the place illusion,
which denotes the illusion of being in a different environment, in which
events occur in a plausible way, i. e., plausibility illusion. Telepresence
systems therefore refer to the special case that the illusion of presence
is generated in a spatially distant real-world environment [54].

Currently available telepresence systems are often based on the
“window-on-a-world” metaphor, where a computer screen becomes a
transparent window for video transmissions, through which two groups
of participants in geographically different locations (usually rooms)
can communicate with each other using video-based representations.
In contrast to traditional video conferencing systems, such telepresence
systems offer integrated tracking systems that enable participants to
move their heads to explore the RE [29–32]. Recent approaches also
support spatial 3D audio, which creates the impression that a participant
actually speaks in a specific position/direction in the adjacent room.
Thus, the most important natural forms of communication are supported
in such face-to-face conferences. However, the spatial separation by the
“window-on-a-world” metaphor cannot be canceled. Strictly speaking,
these telepresence systems do not provide the impression of being in a



RE, but rather only allow two distant environments to be viewed with a
certain degree of geometrical correctness.

The TELESAR V system [54] is a telexistence masterslave robot
system that was developed to realize the concept of haptic telexistence.
Motions of the full upper body are mapped between the local human
operator and the remote system. Walking, however, is not possible
with such a system. Nitzsche et al. [36] introduced a telepresence
system, in which a HMD user could steer a remote robot by real
walking in a confined space. Therefore, they introduced the concept
of motion compression to arbitrarily walk in large RE without making
use of scaling or walking-in-place metaphors. In contrast to the work
presented in this article, motion compression maps both travel distances
and turning angles with a ratio 1:1, where straight forward motions
are bent to curves. Furthermore, their system was not equipped with a
360◦ camera, but used two regular cameras for stereoscopic imaging.
Kasahara et al. [20] designed JackIn Head, a visual telepresence system
with an omnidirectional wearable camera, which can share one’s first-
person view and immersive experience to the remote people via Internet.
However, none of the previous work has considered detection thresholds
for motions between LE and RE [20, 36, 54].

In order to provide a common space for telepresence systems, some-
times computer-rendered VEs are used, which in this case provide
virtual telepresence systems, e. g., SecondLife1, ActiveWorlds2, Face-
book Spaces3, AltspaceVR4 or OpenSimulator5. Such VEs may be
implemented, for example, by immersive display technologies, e. g.,
Oculus Rift HMD, or stereoscopic projection screens [2]. While these
systems make it possible for several participants to be present in a
common virtual space, those environments are purely virtual and thus
do not correspond to the original idea of telepresence [54]. In addi-
tion, such systems present a number of limitations, for example, these
systems do not make it possible to explore real-world objects or envi-
ronments without complex pre-processed digitalization or virtualization
processes.

2.2 Robotic Platforms

Mobile camera systems on motion platforms–sometimes referred to as
video collaboration robots–can be used to enable participants to con-
trol their viewing direction in the RE. Since the 1990s, remote motion
platforms have been used in various fields of applications. Traditional
applications can be found in military use as well as for fire fighting
or other dangerous situations [4, 55], while recent applications also
find their way into office spaces [28, 35]. For example, the Double
Robotics6 serves as a modern video collaboration robot for office envi-
ronments based on a Segway motion platform and an iPad-based video
conferencing application. The system has been designed to enable
remotely working cooperators to communicate with each other.

Although, such systems allow for controlling the camera’s direction
(i. e., the viewing direction of the user), there are various limitations. In
particular, current solutions do not cater for an immersive experience
when using the telepresence systems, since life-size 3D representations
or calibrated geometric egocentric perspectives are not possible, and
therefore, significantly reduce the sense of presence, space perception
and social communication [54]. Moreover, the currently used direc-
tional control mechanisms (e. g., joysticks, mouse or keyboard) do not
allow natural control by the head or body of the participants as in a real
situation.

2.3 Locomotion

In recent years, different solutions are used to make it possible for users
to explore VEs, which are significantly larger compared to the available
tracking space in the real world. Several of these approaches are based

1www.secondlife.com
2www.activeworlds.com
3www.facebook.com/spaces
4www.altvr.com
5www.opensimulator.org
6www.doublerobotics.com

on specific hardware developments such as motion carpets [43], torus-
shaped omni-directional treadmills [5, 6], or motion robot tiles [16–18].
As an cost-effective alternative to these hardware-based solutions, some
techniques were introduced, which take advantage of imperfections
in the human perceptual system. Examples include concepts such as
virtual distractors [40], change blindness [52, 53], or impossible and
flexible spaces [56, 57]. In their taxonomy [51], Suma et al. provide a
detailed summary and classification of different kinds of redirection and
reorientation solutions in a range from subtle to overt, as well as from
discrete to continuous approaches. The solution adopted in our work
belongs to the class of techniques that reorient users by continuous
subtle manipulations. In this situation, when users explore a VE by
walking in the tracked space manipulations (such as slight rotations)
are applied to the virtual camera [41,46]. Based on these small iterative
rotating manipulations, the user is forced to adjust the walking direction
by means of turning to the opposite direction of the applied rotation.
As a result, the user walks on a curvature in the real space while she
perceives the illusion to walk along a straight path in the VE. In other
words, the visual feedback that the user sees on the HMD corresponds
to the motions in the VE, whereas proprioception and vestibular system
are connected to the real world. If the discrepancy between stimuli is
small enough, it is difficult for the user to detect the redirection, which
leads to the illusion of an unlimited natural walking experience [41,46].

2.4 Detection Thresholds

Identifying detection threshold between motion in the real-world and
those displayed in the VE has been in the topic of several recent studies.
In his dissertation, Razzaque [41] reported that a 1 deg/s manipulation
serves as lower detection threshold. Steinicke et al. [47] described a
psychophysical approach to identify discrepancies between real and
virtual motions. Therefore, they introduced gains to map users’ move-
ments from the tracked space in the real world to camera motion in the
VE. In this context, they use three different gains, i. e., (i) rotation, (ii)
translation and (iii) curvature gains, which scale a user’s rotation angle,
walking distance and bending of a straight path in the VE to a curved
path in the real world respectively. In addition, they determined de-
tection thresholds for these gains through psychophysical experiments,
by which the noticeable discrepancies between visual feedback in the
VE on the side and proprioceptive and vestibular cues on the other
side in the real world are identified. For example, to identify detec-
tion thresholds for curvature gains, participants were asked to walk a
straight path in the VE, while in the real world they actually walked a
path, which was curved to the left or right using a randomized curvature
gain. Participants had to judge whether the path they walked in the
real world was curved to the left or to the right using a two-alternative
forced-choice (2AFC) task. Using this method, Steinicke et al. [47]
found that users can not reliably detect manipulations when the straight
path in the VE is curved to a circular arc in the real world with a radius
of at least 22m. In recent work it has been shown that these thresholds
can be increased, for instance, by adding passive haptic feedback [33]
or by constraining users to walk on curved paths instead of straight
paths only [25]

Several other experiments have focused on identifying detection
thresholds for such manipulations during head turns and full body turns.
For instance, Jerald et al. [19] suggest that users are less likely to notice
gains applied in the same direction as head rotation rather than against
head rotation. According to their results, users can be physically turned
approximately 11% more and 5% less than the virtual rotation. For
full-body turns, Bruder et al. [8] found that users can be physically
turned approximately 30% more and 16% less than the virtual rotation.
In a similar way, Steinicke et al. [47] found that users can be physically
turned approximately 49% more and 20% less than the virtual rotation.

Furthermore, Paludan et al. [38] explored if there is a relationship
between rotation gains and visual density in the VE, but the results
showed that the amount of visual objects in the virtual space had no
influence on the detection thresholds. However, other walk has shown
that walking velocity has an influence on the detection thresholds [34].
Then, another study by Bruder et al. [7] found that RDW could be
affected by cognitive tasks, or in other words, RDW induce some
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cognitive effort on users.
While the results mentioned above have been replicated and ex-

tended in several experiments, all the previous analyses have considered
computer-generated VEs only, whereas video-based streams of real
scenes have not been in the focus yet.

3 REDIRECTED WALKING TELEPRESENCE SYSTEMS

In this section, we describe the concept and the challenges of using redi-
rected walking in the context of a mobile 360◦ video-based telepresence
system.

3.1 Concept and Challenges

As described above, one of the main challenges of telepresence systems
is to allow users to explore a RE by means of real walking in the user’s
LE, and thus controlling the motion of the robot platform in the RE.
However, usually the available local tracked space is smaller than the
RE that the user wants to explore, and furthermore, local and remote
environments typically have dissimilar layouts.

For computer-generated VEs, RDW has been successfully used to
guide users. Hence, RDW seems to be a very suitable approach to solve
this problem also in the context of a mobile 360◦ video-based telep-
resence system. However, while in VR environments RDW is based
on manipulating movement of the virtual camera, such approaches
cannot be directly applied to manipulations of the real camera due to
latency issues, mechanical constraints, or limitations in the precision
and accuracy of robot control. Figure 1 illustrates the concept of using
RDW for 360◦ video-based mobile robotic platforms. We suppose that
both the tracking system in the LE and the coordinate systems in RE
are calibrated and registered. When users wearing an HMD perform
movements in the LE, their position change can be detected by a track-
ing system in real-time. Such a change in position can be measured
by the vector Treal = Pcur−Ppre, where Pcur and Ppre mean the current
position and the previous position. Normally, Treal is mapped to the RE
by means of one-to-one mapping when a movement is tracked in the
LE. With respect to the registration between the RE and the tracking
coordinate system, the physical camera (attached to the robot platform)
is moved by Treal distance in the corresponding direction in VEs. One
essential advantage of using a 360◦ video stream for a telepresence
system is that rotations of the user’s head can be mapped one-to-one
without the requirement that the robot needs to rotate. This is due to the
fact that the 360◦ video already provides the spherical view of the RE.

In a computer-generated VE, the tracking system will update mul-
tiple times every second (e. g., with 90Hz), and the VE is rendered
accordingly. However, due to the constraints and latency caused by
network transmission of video streams and the robot platform, which
needs to move, such constant real-time updates are not possible in
telepresence setups. Instead, the current video data from the camera
capturing the RE is transmitted and displayed with a certain delay to
the HMD. However, the user can change the orientation and position of
the virtual camera inside the spherical projection with an update rate
of 90Hz, but needs to wait for the latest display from the RE until the
robot platform has moved and re-sent an updated image again.

We implemented a first prototype of a RDW telepresence system
using the above mentioned hardware and concept. This prototype is
shown in Figure 1(left). The experiments described in Section 4 are
based on this prototype and exploit the videos captured with the system.
However, currently the prototype is not suitable for real-time use yet
due to the latency of movement control and image update. However,
we assume that future telepresence setups will allow lower latency
communication similar to what we have today in purely computer-
generated VEs.

3.2 RDW Gains for 360◦ Videos

As described in Section 2, Steinicke et al. [47] introduced translation
and rotation gains for computer-generated VEs. In this section, we
explain the usage of translation and rotation gains in our concept of a
360◦ video-based setup. Furthermore, we describe how the application
of such gains can influence user movements.

3.2.1 Translation Gains

We refer to camera motions, which are used to render the view to the
RE, as virtual translations and virtual rotations. The mapping between
real and virtual motions can be implemented as follows: We define a
translation gain as the quotient of the corresponding virtual translation
Tvirtual and the tracked real physical translation Treal , i. e., gT=

Tvirtual
Treal

.
When a translation gain gT is applied to a real-world movement Treal ,
the virtual camera is moved by gT ·Treal in the corresponding direction
in the VE. This approach is usefull in many situations, especially, when
the user needs to explore a RE, which is much smaller or larger than
the size of the tracking space in the LE. For example, for exploring a
molecular structure with a nano-scale robot by means of real walking,
the movements in the real world have to be compressed a lot with a
gT ≈ 0, whereas the exploration of a larger area on a remote planet
with a robot vehicle by means of real walking may need a translation
gain like gT ≈ 50.

Translation gains can be also denoted as gT=
vvirtual
vreal

, where vreal
means the speed of physical movement in LE and vvirtual means the
speed of virtual movements showing the RE. In addition, the position
changes in the real world can be actually performed in three orientations
at the same time [48], which includes fore-aft direction, lateral and
vertical motions. In our experiments we focus on the translation gains
in the direction of the actual walking direction, which means that only
the movements in fore-aft direction are tracked, whereas the movements
in lateral and vertical directions are filtered [14].

3.2.2 Rotation Gains

In a similar way, a rotation gain can be defined as the quotient of the
mapped rotation in a virtual space and the real rotation in the tracked
space: gR=

Rvirtual
Rreal

, where Rvirtual is the virtual rotation and Rreal is the
real rotation. When a rotation gain gR is applied to a real rotation Rreal
in the LE, the user sees the resulting virtual rotation of the RE given by
gR ·Rreal . That means, when gR = 1 is applied, the rendered view to the
RE remains static during a user’s change of the head orientation since
the 360◦ already provides the spherical view. However, if gR > 1, the
remotely displayed virtual 360◦ scene that the user views on the HMD,
will rotate against the direction of the head rotation and, therefore, the
rotation will appear faster than normal. In the opposite case gR < 1,
the view to the RE rotates with the direction of head rotation, and will
appear more slowly. For example, when a user rotates her head in the
LE by 90◦, a gain of gR = 1 will be applied in a one-to-one mapping
to the virtual camera, which makes the virtual camera also rotate 90◦
in the corresponding orientation. For gR = 0.5 the user rotates 90◦ in
the real world while they view only a 45◦ orientation change in the VE
displayed on the HMD. Correspondingly, for the gain gR = 2 a physical
rotation of 90◦ in the real world is mapped to a rotation in the VE by
180◦.

Again, rotations can be performed in three orientations at the same
time in the real world, i. e., yaw, pitch and roll. However, in our
experiment we focused on the rotation gain for yaw rotation only, since
yaw manipulations are used most often in RDW as it allows to steer
users towards the desired directions, for instance, in order to prevent a
collision in the LE [19, 23, 39, 49].

3.2.3 Other Gains

In principle, all other gains introduced for RDW such as curvature
gains [47] or bending gains [25] are possible with 360◦ videos as
well. Nevertheless, the focus of this work was on evaluating the user’s
sensitivity to detecting thresholds for rotation and translation gains, we
will not discuss those gains in more detail.

4 EXPERIMENTS

In this section, we describe the psychophysical experiments in which
we analyzed the detection thresholds for translation and rotation gains
in the 360◦ video environment. Since both experiments used similar
material and methods, we describe the setup and procedure first, and
then explain each experiment in detail.



4.1 Hardware Setup
The experiment was performed in a 12m×6m laboratory room (see Fig-
ure 2 and 5). During the experiment all participants wore an HTC Vive
HMD, which displays the 360◦ video-based RE with a resolution of
1080×1200 pixels per eye. The diagonal field of view is approximately
110◦ and the refresh rate is 90Hz. For tracking the user’s position, we
use a pair of lighthouse tracking stations delivered with the HTC Vive.
The lighthouse tracking system was calibrated in such a way that the
system provides a walking space of 6m×4m. During the experiments,
the lab space was kept dark and quiet in order to reduce interference
with the real-world. Experimental instructions were shown to the par-
ticipants by means of slides displayed on the HMD only. Participants
used an HTC Vive controller as input device to perform the operations
described below and answer questions after each trial. For rendering
the RE as well as system control, we used an Intel computer, which had
a 3.5GHz Core i7 processor, 32GB of main memory, and two NVIDIA
Geforce GTX 980 graphics cards. Furthermore, participants answered
questionnaires on an iMac computer. The 360◦ experimental video-
based RE was recorded by the RICOH THETA S camera, which was
attached to the robot platform (see Figure 1(left)). It has a still image
resolution up to 5376× 2688 pixels and a live streaming resolution
up to 1920×1080 pixels, which we used in Unity3D Engine 5.6. We
connected the HMD with the link box using a HTC Vive 3-in-1 (HDMI,
USB and Power) 5m cable in such a way that participants could move
freely within the tracking space during the experiment. Considering
the constraints and latency caused by network transmission of video
streams, the 360◦ video of RE for the experiments was recorded with a
1280×720 resolution and a 15fps frame rate, which is consistent with
the real use of the RDW telepresence system prototype as described in
Section 3.

4.2 Two-Alternative Forced-Choice Task
In order to identify the amount of deviations between physical move-
ments in the LE and the virtual movements as shown from the RE,
which are unnoticeable to users, we used a standard psychophysical
procedure based on the method of constant stimuli in a two-alternative
forced-choice (2AFC) task. In this method, the applied gains are pre-
sented randomly and uniformly distributed instead of appearing in a
specific order [25, 47].

After each trial, participants have to choose one of two possible
alternatives such as in our case “smaller” and “larger”. Even though,
in several situations, it is difficult to correctly identify the answer,
participant would need to choose the answer randomly, and will be
correct in 50% on average. The point of subjective equality (PSE)
is defined as the gain for which the participants answer ”smaller” in
50% of the trials. At the PSE, participants perceive the translation or
rotation in the RE and in the LE as identical. When the gain decreases
or increases from the PSE, it becomes easier to detect the discrepancy
between movements in the RE and in the LE. Typically, this results
in a psychometric curve. When the answers reach a chance level of
100% or 0%, it is obvious and easy for the participants to detect the
manipulations. A threshold can be described at the gain at which
participants can just sense the difference between physical motions in
the LE and virtual motion displayed on the HMD. However, stimuli at
values close to thresholds could be often perceptible. Hence, thresholds
are determined by a series of gains where the participants can only sense
the manipulations with some probability. Typically for psychophysical
experiments, the point where the psychometric curve reaches the middle
between the 0% chance level and 100% is regarded as a detection
threshold (DT). Thus, the lower DT for gains smaller than the PSE
value is defined as the gain where the participants answered in 75%
of all trials with ”smaller” on average. Similarly, the upper DT for
gains larger than the PSE value is the gain where participants have just
answered in 25% of all trials ”smaller” on average.

In this article, we analyze the range of gains for which users are not
able to reliably detect the discrepancy as well as the gain at which users
perceive motions in the LE and in the RE as equal. The 25% to 75%
DTs shows a gain interval of potential manipulations, which can be
applied for RDW in 360◦ video-based REs. Moreover, the PSE values

Fig. 2. Illustration of the experimental setup: A user is walking straight-
forward in the LE to interact with the 360◦ video-based RE. Translation
gains are applied to change the speed of displayed virtual movement
from RE. The inset shows the users view to the 360◦ video environment,
which shows a corridor from the RE.

indicate how to map the user motions in the LE to the movements of the
telepresence robot in the RE, such that the visual information displayed
on the HMD appears naturally to the users.

4.3 Experiment 1 (E1): Difference between Virtual and
Physical Translation

In E1, we investigate the participant’s ability to discriminate whether
a physical translation in the LE was slower or faster than the virtual
translation displayed in the 360◦ video-based RE. We instructed the
participants to walk a fixed distance in the LE and mapped their move-
ments to a pre-recorded 360◦ video-based RE.

4.3.1 Methods for E1

We pre-recorded a 360◦ video with the telepresence system prototype
described in Section 3 showing a forward movement in the RE with a
normal walking of speed of 1.4m/s [50]. The height displayed in the
360◦ video was recorded at a height of 1.75m.7 We manipulated the
speed of the video based on the walking speed measured in the LE by
applying the described translation gains in such a way that the speed in
the video was manipulated accordingly. This means that when the user
walked with 1.4m/s in the LE, the video was displayed in normal speed,
whereas when the user decreased the speed and stopped, the video was
slowed down with the gains until it was paused. The video showed a
movement in the fore-aft direction, and all other micro head movements
were implemented as micro motions of the virtual camera inside a 360◦
video-based spherical space. Changes of the head orientation were
implemented using a one-to-one mapping.

Figure 2 illustrates the setup for E1. For each trial, participants
were guided to the start line and held an HTC Vive controller. When
participants were ready, they clicked the trigger button to display the
360◦ video, which presented the RE on the HMD, and started to walk in
the LE. The play speed during walking was adjusted to the participant’s
physical speed in real-time. For instance, if the participants stopped, the
scene of the RE displayed on the HMD would also pause. The walking
velocity was determined by movements along the main direction of
the corridor shown in the 360◦ video. During the experiment, we
used different translation gains to control the play speed of the 360◦
video. For example, when walking with the translation gain gT , the
360◦ video would be played in the speed of gT · vreal , where vreal is

7We could not find any significant effect of the deviation from the user’s
actual eye height and the recorded height on the estimation of the detection
thresholds.



Fig. 3. Pooled results of the discrimination between movements displayed
from the RE and movements performed in the LE. The x axis shows
the applied translation gain gT , the y axis shows the probability that
participants estimated the virtual straightforward movement displayed as
360◦ video faster than the actually performed physical motion.

the participant’s real-time speed along the fore-aft direction in the LE.
When the participant traveled 5m in the LE and crossed the end line,
the RE displayed on the HMD would automatically disappear. Then,
the participant had to estimate whether the virtually displayed motion
was faster or slower than the physical translation in the LE (in terms
of distance, this corresponds to longer or shorter). Participants had to
provide their answer by using the touch pad on the HTC Vive controller.
After each trial, the participants walked back to the start line, while they
were guided by visual markers displayed on the HMD, and then clicked
the trigger again to start the next trial. For each participant we tested 9
different gains in the range of {0.6,1.4} in steps of 0.1 and repeated
each gain 6 times. Hence, in total, each participant performed 54 trials
in which they walked a 5m distance in the LE, while they viewed virtual
distances within a range of {3m,7m} for each trial. All of the trials
appeared in randomized order. After each trial, the participant turned
back to the start orientation with the help of the markers displayed on
the HMD, and clicked the trigger button again to continue with the next
trial.

4.3.2 Participants of E1
16 participants (14 male and 2 female, age 19-37, M=26.4) participated
in E1, in which we explored the participant’s sensitivity to translation
gains. One participant could not complete the experiment because of
cyber sickness. All data from the remaining participants was included
in the analyses. Most of the participants were members or students
from our local department of computer science. All of them had normal
or corrected to normal vision. Five of them took part in the experiment
with glasses. None of the participants suffered from a disorder of
equilibrium. Four of the participants reported dyschromatopsia, strong
eye dominance, astigmatism and night blindness, separately. There are
no other vision disorders reported by the participants. The experience
of the participants with 3D stereoscopic displays (such as cinema or
games) was M = 2.4 within the range of 1 (no experience) to 5 (much
experience). 14 participants have worn HMDs before. Most of the
participants had experiences with 3D computer games (M = 3.2, with 1
corresponds to no and 5 to much experience). On average, they played
4.4 hours per week. The participants’ body heights varied between
1.60m - 1.90m (M = 1.80m).

The experimental process for each participant included pre- an post-
online-questionnaires, instructions, training trials, experiment, and
breaks, the total time for each participant was about 40 - 50 minutes.
The participants needed to wear the HMD for around 25-30 minutes.
During the experiment, the participants were allowed to take breaks at
any time.

4.3.3 Results of E1
Figure 3 shows the mean probability over all participants that they
estimate the virtual straightforward movement shown on the HMD
as faster than the physical motion for different translation gains. The

error bars show the standard errors. Translation gains gT lead to faster
virtual straightforward movements (relative to the physical movements)
if gT > 1. Then, participants would feel that they move a larger distance
in the RE than in the LE. A gain of gT < 1 results in a virtual translation
movement, which is slower than the physical walking speed, resulting
in a shorter distance displayed from the RE. We fitted a psychometric
function of the form f (x) = 1

1+ea·x+b with real numbers a and b.
From the psychometric function a slight bias for the PSE was deter-

mined at PSE = 1.019. In order to compare the found bias from the
gain of 1.0, we performed a one sample t-test, which did not show any
significant difference (t=1.271, df=14).

The results for the participant’s sensitivity to translation gains show
that gains from 0.942 to 1.097 (25% and 75% DT) cannot be reliably
detected. This means that within this range participants were not able
to reliably discriminate whether a physical translation in the LE was
slower or faster than the virtual translation displayed from the 360◦
video RE.

4.3.4 Discussion of E1

The results show that participants could not discriminate the difference
between physical translation performed in the LE and virtual translation
perceived from the RE, when the movement is manipulated with a gain
in a range from 5.8% slower to 9.7% faster than the real movement.
From the definition of translation gains, a PSE = 1.019 indicates that
the virtual translations displayed from the 360◦ video-based RE are
slightly faster than the physical translation in the LE [12, 14, 15, 27]. A
translation gain gT = 1.019 appeared natural to the participants, which
means that walking a distance of 4.91m in the LE felt like traveling 5m
in the RE. Therefore, participants tended to travel a shorter physical
distance in the LE when they tried to approach the same expected virtual
distance in the 360◦ video-based REs. In addition, a PSE larger than 1
is consistent with the results from previous research on translations in
fully computer-generated VEs [46, 47]. However, the bias reproduced
in our experiment was not statistically significant.

According to the results from previous research for computer-
generated VEs [46], we expected a slight shift of the psychometric
function and detection thresholds towards the larger gains also for
360◦ video environments. Visual analysis from Figure 3 shows such a
slight shift, and both the 25% and 75% detection thresholds are slightly
shifted towards the larger gains. However, this shift is smaller than the
ones reported in previous work. Furthermore, an interesting observation
is that the 25% and 75% detection thresholds for the translation gains
are both closer to the PSE value in the 360◦ video environment com-
pared to the results from previous research in fully computer-generated
VEs [46, 47].

4.4 Experiment 2 (E2): Difference between Virtual and
Physical Rotation

4.4.1 Methods for E2

In E2, we analyzed the ability of participants to discriminate between
virtual rotations displayed from the RE and physical rotations per-
formed in the LE. Figure 4 shows the setup for the experiment. During
the experiment, the participants wore an HMD and were placed inside
the tracking system. The were instructed to perform rotations in the
LE, which were tracked and displayed as virtual rotations in the 360◦
video-based RE.

We used a 360◦ full-view image to create a spherical projection in
Unity3D, which presented a 360◦ outdoor RE. Rotation gains were
applied to the yaw rotation only. Again, the view height in the RE was
adjusted to 1.75m. At the beginning of the experiment, participants
were instructed to stand in the center of the tracking space and hold
a HTC Vive controller. The participants could start the next trial by
clicking the trigger button on the controller. Now, they could see the
video stream from the RE (Figure 4) to which we applied a randomized
rotation gain, when they started to turn. Participants saw a green ball
in front of their view at the eye-level that marked the start point for
the rotation. An arrow showed the rotation direction that participants
were required to follow. The participants were told to rotate in the



Fig. 4. Illustration of the experimental setup: a user is performing rota-
tions in the LE to interact with the 360◦ video-based RE. Rotation gains
are applied in the experiment to change the speed of virtual rotations
displayed from the RE. The inset shows the users view to the 360◦ video
environment, in which a start point and a directional arrow are displayed.

corresponding direction until a red ball appeared in the front of their
view, which indicated the end point of the rotation. The angle between
the start point (green ball) and the end point (red ball) was adjusted to
90◦. Hence, the virtual rotation shown on the HMD from the RE was
always 90◦, but the physical rotation participants performed in the LE
was different according to the corresponding rotation gains. During the
experiment, different rotation gains were applied to the virtual rotations
showing the RE. A rotation gain gR = 1 shows a one-to-one mapping
between physical rotation in the LE and virtual rotation displayed from
the RE. However, for example, when a rotation gain satisfies gR < 1,
the virtual scene on the HMD rotates with the direction of the real
physical rotation in the LE and slowed down the change in the RE.
In the opposite case, for a rotation gain gR > 1, the scene in the RE
rotates against the direction of the real physical rotation in the LE, and
accelerated the change of VE.

For each participant, we tested 9 different gains in a range of
{0.6,1.4} by steps of 0.1 and repeated each gain 6 times. Hence,
each participant performed a series of physical rotations in the LE
with a range of {64.29◦,150◦} to achieve a 90◦ virtual rotation in the
virtual RE. In order to study the effects of different rotation direction
we considered rotations to the left and to the right. Therefore, in total,
there were 108 trials for each participant. All of the trials appeared
in randomized order. Then, participants had to choose whether the
perceived rotation from the RE was smaller or larger than the physical
rotation performed in the LE. Again, responses had to be given via the
touchpad of HTC Vive controller. After each trial, the participant turned
back to the start orientation with the help of the markers displayed on
the HMD, and clicked the trigger button again to continue with the next
trial.

4.4.2 Participants of E2
17 participants (13 male and 4 female, age 24 - 38, M=29.5) took part in
the second experiment analyzing the sensitivity to rotation gains. Two
participants stopped the experiment because of suffering from motion
sickness. The data from the remaining 15 participants were included in
the analyses.

Most of the participants were students or members of our local de-
partment of computer science. All participants had normal or corrected
to normal vision. 3 participants wore glasses during the experiment,
and 1 participant wore contact lenses. 1 participant reported to suf-
fer from a disorder of equilibrium. 2 participants reported strong eye
dominance and night blindness. No other vision disorders have been
reported by the participants. Most of the participants had experiences

with 3D stereoscopic displays before with M = 2.76 in a range of 1 (no
experience) to 5 (much experience). 14 participants had experiences
using HMDs before, and 13 of them had experiences with 3D computer
games with M = 2.71, and played games with an average time of 5.26
hours per week. The body height of the participants was in a range of
1.60m - 1.92m with M = 1.75m.

The total time of the experimental procedure for each participant
including pre-online-questionnaires, instructions, a few training trials,
experiment, breaks and post-online-questionnaires, took almost 40 - 50
minutes. The participants wore the HMD for about 25 - 30 minutes.
During the experiment, the participants were allowed to take breaks at
any times.

4.4.3 Results of E2
To verify the influence of different rotation orientations, we analyzed
the data of rotations to the left (cf. Figure 5(a)) as well as rotations to
the right (cf. Figure 5(b)). In our experiment, a rotation gain gR results
in a smaller physical rotation than the virtual rotation if gR > 1. This
means that participants rotate less in the LE than in the RE. A rotation
gain lead to a larger physical rotation than the virtual rotation if gR < 1.
In other words, participants would rotate more in the LE compared
to the rotation they view in the RE. We fitted the data with the same
psychometric function as in Experiment E1.

Figure 5(a) presents the mean probability over all participants that
they estimated the virtual rotations to the left smaller in the RE than the
physical rotations in the LE with different applied rotation gains. The
error bars show the standard errors. The psychometric function deter-
mined a bias for the PSE at PSE = 0.984. The 25% and 75% detection
thresholds for rotation gains were found at 0.877 and 1.092. Within
this range of gains participants were not able to reliably discriminate
whether a physical rotation to the left in the LE was smaller or larger
than the corresponding virtual rotation displayed from the 360◦ RE.
Figure 5(b) presents the situation in which rotations were performed to
the right. For the PSE we derived PSE = 0.972, and the gains between
the detection thresholds of 25% and 75% were from 0.892 to 1.054.

In order to compare the found bias from the gain of 1.0, we per-
formed a one sample t-test, which did not show any significant differ-
ence for rotations to the left (t=−0.429, df=14) or rotations to the right
(t=−1.466, df=14). Furthermore, no significant differences between
rotations to the left and right were found (t=0.472, df=14).

4.4.4 Discussion of E2
For a physical rotation to the left, the participants could not discriminate
the difference between physical rotations in the LE and perceived virtual
rotations from the RE when rotation gains were within a range of
{0.877,1.092}. That means that the virtual rotation in the RE is 12.3%
less and 9.2% more than the physical rotation in the LE. A rotation gain
gR = 0.984 appeared most natural, indicating that participants have to
rotate for 91.46◦ in the LE to perceive the illusion that they actually
rotated by 90◦ in the RE.

For a physical rotation to the right, the range of rotation gains that
participants could not reliably detect as manipulation between physical
rotations in the LE and virtual rotations in the RE is {0.892,1.054}. In
other words, for the virtual rotation in the RE the participants could
accept a 10.8% smaller or 5.4% larger physical rotation in the LE
without noticing the discrimination. The most natural rotation gain for
rotations to the right is gR = 0.972, which indicates that participants
need to rotate for 92.59◦ in the LE to feel that they rotate 90◦ in the
remote space.

As described above, independent from direction of the rotation, the
most natural rotation gains for the participants are slightly smaller
than 1, which suggest that the participants need to rotate more in the
LE to perceive the illusion that they have already rotated the same
expected angle in the 360◦ REs. However, this bias was not statistically
significant. These results show an opposite effect to what we have found
from the translation experiment, but a PSE smaller than 1 appears to be
consistent with the results from previous research on the rotation in fully
computer-generated VEs [10,19,47]. Moreover, our results indicate that
the range of gains, which can be applied to 360◦ environments and be



(a) (b)

Fig. 5. Pooled results of the discrimination between remote virtual and local physical rotations towards (a) left and (b) right. The x axis shows the
applied rotation gain gR, the y axis shows the probability that participants estimated the virtual rotation as smaller than the physical rotation.

unnoticeable to the participants, are narrower than the results reported
in earlier work for purely VEs. Hence, our results suggest again that
participants have a better discrimination ability for manipulations of
rotations in a 360◦ RE compared to rotations in a purely computer-
generated VE. We will discuss further on this point in the general
discussion.

Furthermore, the results indicate that the interval of detection thresh-
olds for manipulations of rotations to the right is smaller than the
manipulations of rotations to the left in the 360◦ RE. This means that
participants have provided more accurate estimations for rotating to the
right than to the left. Such a finding has not been reported in earlier
work. One possible explanation of the observed phenomenon might be
related to the structure of the brain and hand dominance; since most of
our participants were right-handed, however, this has to be verified in
further research.

In summary, there is a range of rotation gains, in which participants
could not reliably discriminate between physical rotations in the LE
and virtual rotations in the 360◦ REs.

4.5 Post-Questionnaires
After the experiments, the participants answered further questionnaires
in order to identify potential drawbacks of the experimental design.
Participants estimated whether they feel that the 360◦ RE surrounded
them (0 corresponds to fully disagree, 7 corresponds to fully agree). For
the translation experiment E1 the mean value was 4.4 (SD = 1.76), and
for the rotation experiment E2 the average value was 5.2 (SD = 1.29).
Hence, most of the participants agree that when using our telepresence
system they perceived a high sense of presence. Furthermore, we asked
the participants how confident they were that they chose the correct
answer (0 corresponds to very low, 4 corresponds to very high). The
average value for answers to this questions was 2.53 (SD = 0.83) for the
translation experiment and 2.29 (SD = 1.06) for the rotation experiment.

After both experiments, we also measured simulator sickness by
means of Kennedys Simulator Sickness Questionnaire (SSQ). For the
translation experiment, the average Pre-SSQ score for all participants
was 6.23 (SD = 9.34) before the experiment, and an average Post-SSQ
score of 26.68 (SD = 27.80) after the experiment. For the rotation
experiment, the average Pre-SSQ score for all participants was 9.23
(SD = 21.06) before the experiment, and the average Post-SSQ score
was 55.60 (SD = 68.03) after the experiment. The results show that
the average Post-SSQ score after the rotation experiment was larger
than after the translation experiment. This finding can be explained by
the sensory-conflict theory, since continuous rotations provide more
vestibular cues than constant straightforward motions. Hence, manipu-
lations during such rotations induce more sensory conflicts [26].

5 GENERAL DISCUSSION

Our results show that participants cannot distinguish discrepancies be-
tween physical translations in the LE and perceived virtual translations
in the 360◦ RE when the virtual translation is down-scaled by 5.8%

and up-scaled by 9.7%. A small bias for the PSE was determined in
PSE = 1.019 indicating that slightly up-scaled virtual translations in
the RE appear most natural to the users, which means that users be-
lieve they have already walked a 5m distance in the 360◦ video-based
RE after only walking a 4.91m distance in the LE. These results are
consistent with most previous findings in the fully computer-generated
VEs [12, 14, 15, 27]. However, the strong asymmetric characteristic of
the psychometric function, which was found in previous research on
RDW in VEs could not be replicated in our experiment in which we
used realistic 360◦ video environments.

The rotation experiment results show that when virtual rotations
in the 360◦ video-based RE are applied within a range of 12.3% less
or 9.2% more than the corresponding physical rotation in the LE, the
users cannot reliably detect the difference between them. For rotations
to the left, a rotation gain of PSE = 0.984 appears most natural to
the participants, meaning that they have to rotate 91.46◦ in the LE to
have the illusion that they have already rotated 90◦ in the RE. The most
natural rotation gain for the right rotation is PSE = 0.972, which means
that they need to rotate 92.59◦ in the LE to have the impression that
they have already rotated 90◦ in the RE. These results also confirm
previous findings to some extent [10, 19, 47]. Again, the asymmetric
characteristic of the psychometric function is not so obvious for our
experiment results in 360◦ video REs compared to previous findings
for fully computer-generated VEs.

The data as well as the analysis we presented in Section 4 suggest
that manipulations in 360◦ video-based REs have similar influence
on users as manipulations in fully computer-generated VEs [47], i. e.,
users tend to travel a slightly shorter distance but rotate a slightly
larger angle in the LE when they try to approach the same expected
motion in the 360◦ video-based REs. However, some differences in
PSE values and distribution of detection thresholds between 360◦ video-
based REs and computer-generated VEs should also be noted. On the
one hand, the PSE value for translations in 360◦ video-based REs
is 1.019 which is much closer to a one-to-one mapping compared to
previous results in VEs. The same situation can also be found from
the results of the rotation experiment with a PSE value of 0.984 to
the left and 0.972 to the right in 360◦ video REs and 0.9594 in fully
computer-generated VEs. Conversely, the ranges between 25% and
75% detection thresholds for translation and rotation in 360◦ video
REs are both smaller than the results in VEs, which indicates a smaller
range for users in which they are not able to reliably discriminate the
difference between the motions in a 360◦ video RE and in the real
world. All these differences suggest that users have a more accurate
ability to judge the difference between physical motions in the LE
with corresponding virtual motions in a 360◦ video RE than in a fully
computer-generated VE. However, future work is required to explore
these differences in more depth.

There are a few possible explanations for this finding. First, the
scenes shown to the users during our experiments are 360◦ videos of a
remote environment in the real world rather than a computer-generated



VE. Therefore, a 360◦ video-based RE, which is displayed in the LE
might appear more realistically and accurately with respect to size,
texture or other characteristics in contrast to a fully computer-generated
VE. Furthermore, since the objects in our 360◦ video RE are projected
as spherical textures in the HMD, there was a lack of stereoscopic
disparity and motion parallax, and hence users might have perceived
translation and rotation based on the whole environment rather than
on one or two specific objects. A lack of stereoscopic disparity and
motion parallax has little influence on users concerning distance and
angle perception in 360◦ video REs. Furthermore, we believe that the
resolution of the virtual scenes presented on the HMD can also lead
to different results. Usually, humans perceive the angle of a physical
rotation via two sensory channels: visual information from the environ-
ment and the proprioception and vestibular information. When people
perform a rotation in a VE displayed with high resolution, their sensory
system will likely weight the visual information as more reliable in
the multi-sensory integration process compared to scenarios with low
visual resolution [11, 21]. Cues from vision will take a leading role in
the perception of rotating angle, which has been shown in the litera-
ture [11, 21]. In contrast, when the scenes displayed on the HMD have
low resolutions, the reliability of vision will be reduced to a certain ex-
tent, whereas the vestibular and proprioceptive cues might be evaluated
with a higher weight in the multi-sensory integration process [11, 21].
The extreme situation occurs when participants close the eyes. In this
case, no visual information from the environment provide cues about
rotating angles, and users could only perceive information about the
rotation using the vestibular system and proprioception. Hence, we
believe the resolution of scenes on the HMD can also be a possible
reason that caused different results between a fully computer-generated
VE and a 360◦ video-based RE.

Similar to RDW in computer-generated VEs, in most applications a
greater range of gains can also be accepted by users without noticing
that they are manipulated. The detection thresholds of our experiments
are conservatively estimated, since for most actual telepresence systems,
the users will not be able to easily recognize the discrimination between
real motion and remote virtual motion, because they need to focus on
other tasks in the virtual space like object selections, manipulations
etc. Hence, the upper and lower detection thresholds for translation and
rotation gains found in this article serve as lower and upper bounds in
the actual telepresence application.

6 CONCLUSION

In this article, we proposed the idea of a redirected walking telepres-
ence system based on 360◦ videos. For this concept and the prototype,
we investigated the users’ ability of recognizing RDW manipulations
for translation and rotation in two separate experiments. The results
show that participants were not able to reliably discriminate the differ-
ence between physical motion in the LE and perceived virtual motion
from the 360◦ RE when virtual translations are down-scaled by 5.8%
and up-scaled by 9.7%, and virtual rotations are about 12.3% less or
9.2% more than the actual physical rotations. These findings provide
interesting implications for future implementations of immersive telep-
resence systems in which users can explore remote places by means of
controlling a remote robot platform by real walking.

As described above, a telepresence system based on robotic systems
and on a 360◦ camera introduces larger latency compared to typical VR
environments. In our experiment, we implemented micro movements
of the user’s head by micro movements of the virtual camera inside the
virtual sphere on which the 360◦ camera images are projected. While
these movements were considerably small in our experiment, for real-
world applications it might be required to implement larger movements,
which will then get noticeable. Again, it is an interesting question how
much deviation from the projection center of the virtual sphere can be
reliably detected. In addition, we would like to explore other VR setups
in the LE for the described RDW telepresence system. For example,
we have explored already CAVE-like setups, and are interested to see if
the detection thresholds and the biases of the PSEs can be replicated in
such setups. Furthermore, we will test different REs and application
domains like exploration of hallways, cooperation in business meeting

rooms or inspections of outdoor scenarios to explore if the thresholds
proposed in this article can be generalized to different scenarios.
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